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ABSTRACT 
A new conjunction wavelet-gene expression programming (WGEP) method for predicting air temperature values is 

proposed in this paper. The conjunction method combines the discrete wavelet and genetic programming methods. The 

daily and monthly air temperature data from two weather stations of Mahabad and Urmieh in Iran were used as case 

studies and the accuracy of the single gene expression programming (GEP) and wavelet-gene expression programming 

(WGEP) models were compared with each other. First, the daily air temperatures were used as inputs to the GEP and 

WGEP models to forecast one-, two- and three day as well as thirty-day ahead air temperatures. Then, the monthly air 

temperatures were used as inputs to the GEP and WGEP models to forecast one-month ahead air temperatures. The 

comparison results indicated that the WGEP model significantly increased the accuracy of single GEP model especially in 

forecasting long-term (thirty-day and one-month ahead) air temperatures. The thirty-day and one-month ahead air 

temperatures of the Mahabad Station were also estimated using the data of nearby Urmieh Station. It was found that the 

WGEP model performed much better than the single GEP model in cross-station application. 

Keywords: Air temperature, discrete wavelet, genetic programming, cross application 

 
 

INTRODUCTION 

 

Air temperature is an important climatic variable 

used in determining site suitability for agricultural and 

forest crops [1], parameterizing the habitat of plant 

species [2], determining the pattern of vegetational 

zonation [3], predicting the energy consumption of a 

passive solar buildings [4], predicting the soil surface 

temperature [5] and modeling hourly diffuse solar 

radiation [6]. A number of attempts have been carried out 

to model air temperature variations [7-12] which have 

emphasized the need to accurate estimation of air 

temperature in various aspects of meteorology, hydrology 

and agro-hydrology. 

Artificial Intelligence (AI) approaches have been 

successfully used in a wide range of scientific applications 

including water resources engineering, agro-hydrology 

and agro-meteorology [e.g., 13-22]. Also a fuzzy 

modeling approach for predicting air temperature has been 

suggested [23]. Nonetheless, adductive neural network 

approach as well as enhanced artificial neural network 

(ANN), has been applied for air temperature prediction 

[24, 25] along with the ANN application for dew point 

forecast [26]. 

The methodology of Genetic Programming (GP) 

was first proposed by Koza [27], as a generalization of 

Genetic Algorithms (GA) [28]. The fundamental 

difference between GP and GAs lies in the nature of 

individuals, where in GAs individuals are linear strings of 

fixed length (as chromosomes), while in GP individuals 

are nonlinear entities of different sizes and shapes (as 

parse trees). Major advantages of GP are that it can be 

applied to areas where (i) the interrelationships among the 

relevant variables are poorly understood (or where it is 

suspected that the current understanding may well be less 

than satisfactory), (ii) finding the ultimate solution is hard, 

(iii) conventional mathematical analysis does not, or 

cannot, provide analytical solutions, (iv) an approximate 

solution is acceptable (or is the only result that is ever 

likely to be obtained), (v) small improvements in the 

performance are routinely measured (or easily 

measurable) and highly valued, and (vi) there is a large 

amount of data, in computer readable form, that requires 

examination, classification, and integration (such as 

satellite observations) [29]. One of the strong points of 

using GP over other data driven techniques is that it can 

produce explicit formulations (model expression) of the 

relationship that rules the physical phenomenon. Such 

expressions may be subject to some physical 
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interpretations. Actually, the comprehensibility of GP 

models is also a way to reduce the risk of over-fitting to 

training data and improve generalization of resulting 

models. In this way, one may perform knowledge 

discovery using GP, finding some confirmation of well-

known physical relationships and evolving interesting 

new formulae, as an up-gradation of particular cases of 

study. GP has been applied for modeling risks in water 

supply [30], rainfall-runoff modeling [31, 32, 33], 

suspended sediment transport modeling in streams [34], 

predicting of compressive and tensile strength of 

limestone [35], forecasting sea water level [36], 

estimating short-term and long-term river flow [37], soil 

liquefaction modeling [38], predicting groundwater table 

depth fluctuations [39] and estimating daily pan 

evaporation values using recorded and estimated weather 

variables [40]. 

In the last decade, wavelet transform has become a 

useful technique for analyzing variations, periodicities, 

trends in time series. It has been used for quantifying 

stream flow variability [41], decomposition of 

interdecadal and interannual components of rainfall data 

in rainy season [42], studying the rainfall spectrum and its 

evolution of North China in rainy season with summer 

monsoon decaying interdecadal time scale [43], 

identifying and describing variability in annual Canadian 

stream flows and to gain insights into the dynamic link 

between the streamflows and the dominant modes of 

climate variability in the Northern Hemisphere [44], 

illustrating new wavelet analysis methods in the field of 

hydrology [45], demonstrating the application of new 

wavelet indicators to several improvements in the analysis 

of global hydrological signal fluctuations and of their 

mutual time varying relationships [46], determining the 

possible trends in annual total precipitation series [47], 

precipitation forecast [48], simulation and prediction of 

monthly discharge time series [49], predicting short term 

and long term stream flows [50], predicting daily 

precipitation values (using WGEP model) [51], predicting 

monthly stream flows [52] and predicting hourly as well 

as daily wind speed values [53]. 

In the present paper, a conjunction model (wavelet-

GEP) was applied to predict daily and monthly air 

temperatures. Air temperature data considered are 

decomposed into wavelet sub-series by discrete wavelet 

transform. Then, GEP model is constructed with 

appropriate wavelet sub-series as input, and original air 

temperature time series as output. To the best authors' 

knowledge, the presented study is the first application for 

air temperature forecasting using wavelet and GEP in the 

literature. 

 

Data Used 

Daily recorded air temperature data from two 

stations located in the West-Azarbayjan Province in 

North-West Iran which covers a time period of 10 years 

(from March 2000 to April 2009) are used in this study. 

Table1 represents some of the statistical properties of the 

applied data. For each station, the first six years data (60% 

of whole data) are applied for training the models, two 

years for testing and the remaining two years are applied 

for models validation. Such a manner (data division in 

three parts) is much better than the data division in two 

parts. First, one can obtain models’ parameters by using 

training data and then, choose the optimal model 

according to their testing performances. Finally, the 

evaluation and comparison the optimal models can be 

achieved by using different data (validation) sets which 

are not used for model development stages (training and 

testing). 

 

Modeling Procedure 

The modeling procedure of time series analysis 

consists of three major phases as follows [54]: 

Phase 1: reviewing the data for any possible 

discontinuity in both dependent and independent data set 

and choosing the appropriate software; dividing the data 

into training, validation and application blocks. 

Phase 2: implementing the time series analysis as 

per selected modeling application; setting the parameters 

of selected software and producing the results. This phase 

depends on the time-series analysis technique, which for 

GEP the primary object is to identify the relationship 

between independent and dependent variables. 

Phase 3: Post-processing the results in relation to 

training, validation and application and if applicable, 

carrying out some sensitivity analysis. 

 

MATERIALS and METHODS 

 

Overview of Genetic Programming 

GEP (Gene Expression Programming) is 

comparable to GP yet evolves computer programs of 

different sizes and shapes encoded in linear chromosomes 

of fixed lengths. The chromosomes are composed of 

multiple genes, each gene encoding a smaller subprogram. 

Furthermore, the structural and functional organization of 

the linear chromosomes allows the unconstrained 

operation of important genetic operators such as mutation, 

transposition and recombination. The advantages of a 

system like GEP are clear from nature, but the most 

important are [55]: (i) the chromosomes are simple 

entities: linear, compact, relatively small, easy to 

manipulate genetically (replicate, mutate, recombine, 

etc.); (ii) the expression trees are exclusively the 

expression of their respective chromosomes; they are 

entities upon which selection acts, and according to 

fitness, they are selected to reproduce with modification. 

In the present work the GeneXpro program was used for 

modeling air temperature [55]. The procedure to forecast 

air temperature is as follows. The first step is the fitness 

function. For this problem, the fitness function, fi, of an 

individual program, i, is expressed as [55]: 
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,
; in which M is the range of selection, 

Ci,j is the value predicted by individual program i for 

fitness case j, and Tj is the target value for fitness case j. 

For a perfect fit, Ci,j=Tj. The second step consists of 

choosing the set of terminals T and the set of functions F, 

to create the chromosomes. In the current problem, the 

terminal set includes air temperature values: {Ti, Ti-1, Ti-2 

and Ti-3 where Tj denotes the air temperature at time j}. 

The study examined the various combinations of these 

parameters as inputs to the GEP models to evaluate the 

degree of effect of each of these variables on air 

temperature at specified time step. These variables were 

added into input combinations several times with one 

different variable added into the input combination. The 

choice of the appropriate function is not so obvious and 

depends on the viewpoint and guess of user. In this study, 

different mathematical functions were utilized, including 

basic arithmetic operators ({+, -, *, /}) as well as some of 

the other basic mathematical functions ({ , 3 , ln(x), xe

, 2x , 3x }). The preliminary investigation of parse tree 

(and choosing the appropriate function set) shows that this 

function set has more accuracy. However, the full study 

about the effect of function set and parse tree on the 

models' performance is beyond the scope of this paper. 

The third step is to choose the chromosomal architecture. 

Length of head, h=8, and three genes per chromosomes 

are employed. The fourth step is to choose the linking 

function. The linking function must be chosen as 

"addition" or "multiplication" for algebraic sub trees [55]. 

Here, the sub trees are linked by addition. The fifth and 

final step is to choose the genetic operators. The 

parameters used per run are summarized as follows: 

Number of chromosomes: 30, head size: 8, number 

of genes: 3, linking function: addition, fitness function 

error type: root relative squared error, mutation rate: 

0.044, inversion rate: 0.1, one point recombination rate: 

0.3, two point recombination rate: 0.3, gene 

recombination rate: 0.1, gene transposition rate: 0.1, 

insertion sequence transposition rate: 0.1, root insertion 

sequence transposition: 0.1. It is noted that these 

parameters are default values of GeneXpro program. 

 

Discrete Wavelet Transform (DWT) 

Wavelet function  t , or so-called the mother 

wavelet, can be defined as   0




dtt . The function 

 tba,  can be obtained through compressing and 

expanding  t  as follows 

  






 




a

bt
atba 

21

,
b є R, a є R, a ≠ 0               (1) 

Where  tba,  = the successive wavelet, a = the scale or 

frequency factor, b = a time factor; R = the domain of real 

numbers. 

If  tba,  satisfies Equation (1), for the time series f(t) є 

L
2
(R) or finite energy signal, successive wavelet 

transform of f(t) is defined as 

    






 




R

dt
a

bt
tfabafW

_
21

, 
                              (2) 

Where  t
_

  = complex conjugate functions of 

 t . It can be seen from Equation (2) that the wavelet 

transform is the decomposition of f(t) under different 

resolution level (scale). In other words, to filter wave for 

f(t) with different filter is the essence of wavelet 

transform. 

The successive wavelet is often discrete in real 

applications. Let jaa 0 , jakbb 00 , 10 a , b0 є R, k, j 

are integer numbers. Discrete wavelet transform of f(t) 

can be written as: 

       

R

jj
dtkbtatfakjfW 00

_
2

0, 
                (3) 

The most common (and simplest) choice for the 

parameters a0 and b0 is 2 and 1 time steps, respectively. 

This power of two logarithmic scaling of the time and 

scale is known as dyadic grid arrangement and is the 

simplest and most efficient case for practical purposes 

[56]. Equation (3) becomes binary wavelet transform 

when a0 = 2, b0 = 1: 

       

R

jj dtkttfkjfW 22,
_

2 
                             (4) 

The characteristics of the original time series in 

frequency (a or j) and time domain (b or k) at the same 

time are reflected by ),( bafW or ),( kjfW . When the 

frequency resolution of wavelet transform is low, but the 

time domain resolution is high a or j becomes small. 

When the frequency resolution of wavelet transform is 

high, but the time domain resolution is low a or j becomes 

large [57]. 

For a discrete time series f(t), where occurs at 

different time t (i.e., here integer time steps are used), the 

DWT can be defined as 

     




 

1

0

_
2 22,

N

t

jj kttfkjfW 
                              (5) 

Where  kjfW , is wavelet coefficient for the 

discrete wavelet of scale a = 2
j
, b = 2

j
k. 

DWT operates two sets of function viewed as high-pass 

and low-pass filters. The original time series are passed 

through high-pass and low-pass filters and separated at 

different scales. The time series is decomposed into one 

comprising its trend (the approximation) and one 

comprising the high frequencies and the fast events (the 

detail) [58]. In the present study, the detail coefficients 

and approximation (A) sub-time series are obtained using 

the Equation (5). 

 

Main structure of wavelet-GEP model 

The aim of wavelet-GEP (WGEP) model is to 

predict the 1-, 2- and 3-day ahead air temperatures 

employing sub-series components (DWs) obtained using 

DWT on original data. For this purpose, firstly the 

original time series are decomposed into a certain number 

of DWs Mallat DWT algorithm [56].The WGEP is 

constructed in which the DWs of original input time series 

are input of the GEP and the original output time series 

are output of the GEP. In the study, the current and 

previous air temperature time series are decomposed into 

various DWs at different resolution levels by using DWT 

to forecast i-day/month ahead air temperature values. Ten 

and six resolution levels were employed for the daily and 
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monthly air temperatures in this study. Also, ten 

resolution levels of DWs indicating DW1 (2
1
–day mode), 

DW2 (2
2
–day mode), DW3 (2

3
–day mode which is nearly 

weekly mode), DW4 (2
4
–day mode), DW5 (2

5
–day mode 

which is nearly monthly mode), DW6 (2
6
–day mode), 

DW7 (2
7
–day mode), DW8 (2

8
–day mode), DW9 (2

9
–day 

mode) and DW10 (2
10

–day mode) and six resolution levels 

of DWs indicating DW1 (2
1
–month mode), DW2 (2

2
–

month mode), DW3 (2
3
–month mode), DW4 (2

4
–month 

mode), DW5 (2
5
–month mode) and DW6 (2

6
–month 

mode) and one approximation (A) signal are respectively 

employed for the daily and monthly air temperatures in 

this study. The approximate signal indicates the trend 

(low frequency) of the original air temperature time series. 

The correlation coefficients were calculated between each 

DWs sub-time series and original air temperature time 

series and the effective DWs components are selected for 

the daily and monthly air temperatures. For the WGEP 

models, the new series obtained by adding the effective 

DWs components (DW7, DW8 and DW9 for daily air 

temperatures, and DW2, DW3, DW4, DW5 and DW6 for 

monthly air temperatures) and approximation component 

are used as inputs to the GEP model to forecast i-

day/month ahead air temperatures. 

 

APPLICATIONS 

 

Performance evaluation 

Three statistical evaluation criteria were used to 

assess the model performance: 

(1) Coefficient of determination (R
2
): 

  
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                                        (6) 

(2) Root mean square error (RMSE): 

RMSE  
2

1

1





N

i

ifio TT
N

                                             (7) 

(3) Scatter index (SI):        

ioT

RMSE
SI                                                                  (8) 

Where Tio is the value observed at the i
th

 time step, 

Tif is the corresponding forecasted value, N is number of 

time steps, ioT is the mean of observational values and 

ifT  is the mean value of the simulations. According to 

literature [59], the coefficient of determination (R
2
) 

standardizes for differences between observed and 

corresponded simulated means and variances. Large 

values of R
2
 can be obtained even when the model 

accuracy is low. Therefore, it is appropriate to apply a 

dimensional parameter (such as RMSE) which describes 

the average differences between the recorded and 

predicted values of air temperature in units of the 

temperature. Also a dimensionless RMSE expressed as a 

percentage of mean observed value (here called as SI) 

provides a relative measure with respect to mean observed 

air temperature. The combined use of these criteria 

provides a sufficient evaluation of each model's 

performance. 

 

 

RESULTS AND DISCUSSION 

 

This paper aims at representation of air temperature 

prediction by GEP and hybrid Wavelet-GEP models. At 

the first step, several input combinations were tried using 

GEP to forecast air temperature in two stations. At the 

second step, GEP model was evaluated for air temperature 

forecasting using wavelet subseries. It is relevant to note 

that each of these steps includes two parts as follows: 

Part1 in which various combinations of daily air 

temperature values (i.e., Ti,…, Ti-3, where Ti denotes the 

air temperature value at time i) were applied as inputs for 

GEP and wavelet-GEP (WGEP) to predict daily 

temperature values at times i+1, i+2, i+3 and i+30; and 

Part2 in which monthly air temperature values were 

predicted using GEP and WGEP. The latter is given with 

detailed information in the next steps. 

 

GEP models 

The following combinations of input data of daily 

air temperature values were evaluated: 

(i) Ti 

(ii) Ti-1, Ti 

(iii) Ti-2, Ti-1, Ti 

(iv) Ti-3, Ti-2, Ti-1, Ti 

Table 2 gives the coefficient of determination (R
2
), 

root mean square error (RMSE) and scatter index (SI) of 

the GEP models for the both stations during the test 

period. From this table it can be seen that introducing the 

air temperature of the current day as well as temperature 

of the one, two and three previous days as model inputs, 

produces the best results for both Urmieh and Mahabad 

stations. However, the results for Urmieh Station seem to 

be better than those of Mahabad Station. A reason behind 

this may be the high skewness coefficient of Mahabad 

data (see Table1). The performance evaluation measures 

of the GEP models during the validation period are 

summarized in Table3. Similar to the testing period, this 

table shows that forecasting air temperature based on the 

current day air temperature values as well as one-, two- 

and three- previous days temperature values provided the 

best performance for every three prediction intervals at 

the both stations. Generally, the GEP model performances 

in Urmieh Station are better than Mahabad. 

From the meteorological viewpoint, a model would 

be of more applicability and reliability if it could produce 

long-term (such as monthly) air temperature values. 

Therefore, a part of this study will discuss on the 

producing one-month ahead predictions of air 

temperature. In order to make such predictions, firstly the 

optimal daily GEP model was applied. In this way, the 

models whose inputs are the air temperature of the current 

day and one-, two-, and three previous days (Ti-3, Ti-2, Ti-1, 

Ti) was applied to forecast air temperature value at time 

i+30 (one-month ahead). Table 4 represents the 

performance evaluation measures of the monthly 

predictions models. It is noted that there are two sets of 

simulation results in this table as follows: first set of 

results produced by using daily air temperature values 

(e.g., Ti, Ti-1,…) as input parameters to predict one-month 

ahead air temperature value as output (i.e., Ti+30 is the 

model output); and the second set of the results which 

applied monthly air temperature values as input 

parameters to produce one-month ahead air temperature 
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value (as output parameter). The parameters MTi,…, MTi-

3 represent the monthly air temperature values in the 

current month as well as one-, two- and three-previous 

months. In the latter application used the same input 

combination order as the optimal daily predictions model 

for sake of consistency and comparability of the obtained 

outcomes. It can be easily seen from this table that 

forecasting one-month ahead air temperature by using 

daily temperature values as model inputs gives better 

results in Urmieh Station during the test period which was 

not resulted for Mahabad. However, the validation results 

reveals that application of monthly temperature values as 

model inputs give much better results than the case in 

which daily values are introduced as input parameters. 

Figure1 displays the observed and forecasted air 

temperature values by the GEP model for Urmieh Station 

during the validation period.  

 

 
 

 

 

 
 

 

 
Fgiure 1: Observed and forecasted air temperature values using GEP model for Urmieh station by using daily (a, b, c, d) 

and monthly (e) temperature values as input parameters 
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From the scatter plots of this figure it can be seen 

that increasing the prediction interval from 1-day to 3-day 

head interval, detracts from the GEP model accuracy both 

from the correlation viewpoint and data scattering. For 

monthly predictions it can be easily observed from this 

figure that the application of monthly air temperature 

values as GEP input parameters produces better results 

than those produced with application of daily temperature 

values as GEP inputs, with relatively high R
2
 values and 

low scattering. The same conclusions as Urmieh Station 

can be resulted for Mahabad Station (Figure2). 

 

 

 

  
 

 
 

 

 

 
Figure 2: Observed and forecasted air temperature values using GEP model for Mahabad station by using daily (a, b, c, d) 

and monthly (e) temperature values as input parameters 
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As mentioned earlier, one of the strong points of 

the GP (i.e., GEP) is that it can produce some 

mathematical expressions that rule the phenomena. Such 

mathematical expressions for predicting t+30 days air 

temperature values are given here. Based on the validation 

results of the single GEP models (Table4), application of 

monthly air temperature values gives better results for 

predicting one-month ahead air temperature values. 

Figure3 displays the GEP formulation of this model for 

Urmieh Station which is actually as follows: 

exp(((G1C0^2)+(((G1C1-

d(2))+G1C1)/exp(d(0)))))+d(2)+((((G3C1-

G3C0)*d(2))/(d(3)+G3C0))-(d(0)-(G3C0+G3C1))) 

where the actual parameters are 

d(0)=MTi-3, d(2)=MTi-1, d(3)=MTi; 

and the constant coefficients are 

G1C0 = -0.704529; G1C1 = -7.46106; G3C0 = 8.163604; 

G3C1 = 4.860138; 

After putting the corresponding values in the 

general expression, the final equation becomes 
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It can be seen from the Eqn. (9) that the model is not 

much sensitive to MTi-2. 

 For Mahabad Station the GEP formulation for the 

same input combination is: 
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Figure 3. GEP expression for predicting t+30 days air temperature 

 

 

 Wavelet-Genetic Programming (WGEP) 

models 

In the hybrid wavelet-genetic programming 

(WGEP) models the discrete wavelet components were 

employed (instead of original time series data) as input 

parameters of GEP model for the air temperature 

prediction. Similar to the previous section, four different 

combinations of input data (the new series) were 

evaluated for forecasting as in the single GEP models. 

The error statistics of the WGEP models are represented 

in Table5. From this table it is clear that, similar to the 

single GEP models, the input combination (v) whose 

inputs are the air temperature value of the current day as 

well as the values of the one-, two- and three previous 

days, produces the best results for every three prediction 

intervals in both the stations. Comparison of the results of 

Tables2 and 5 reveals that application of hybrid wavelet-

GEP model improves the predictions to some extent. The 

statistical performance of WGEP models during the 

validation period are presented in Table 6. Table shows 

that WGEP model has a significant positive effect on 

daily air temperature forecast. As seen from the table the 

WGEP model (iv) (with input combination iv) has the 

lowest RMSE and SI values as well as the highest R
2
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values among other WGEP models. Table7 illustrates the 

statistical performance measures for one-month ahead 

forecast of air temperature for wavelet-GEP model for 

both the stations. From this table it is clear that 

application of the wavelet coefficients of monthly air 

temperature values as GEP input parameters produces 

better results than the state in which the wavelet 

coefficients of daily temperature values are introduced as 

GEP input parameters. A comparison between the results 

presented in Table4 and 7 shows that the hybrid WGEP 

model improves the accuracy of monthly air temperature 

forecast to great extent. Figure4 gives the observed and 

predicted temperature values produced by wave-GEP 

model during the validation period in Urmieh Station.  
 

  
 

 

  

 
Fgiure 4: Observed and forecasted air temperature values using WGEP model for Urmieh station by using daily (a, b, c, d) 

and monthly (e) temperature values as input parameters 
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implemented with daily coefficients for monthly forecast. 

Comparison of Figures1 and 4 reveals that the hybrid 

WGEP model gives better results than GEP model with 

relatively high correlation and low scattering. From the 

straight fit line equation (assuming that the equation is 
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y=ax+b) it can be observed that a, and b coefficients are 

closer to 1 and 0, respectively, for WGEP model, which 

exhibits the high generalization capacity of hybrid 

models. Also for monthly forecast these coefficients are 

respectively, closer to 1 and 0 for the state in which the 

monthly coefficients are applied as GEP inputs. Figure5 

displays the observed and modeled air temperature values 

of Mahabad Station by using the WGEP model during the 

validation period. The same conclusion as Urmieh Station 

is resulted for Mahabad Station in the case of applying 

WGEP model. Therefore, the WGEP model seems to be 

more adequate than the GEP in predicting air temperature 

values. The GEP formulation for predicting monthly air 

temperature values (by using the monthly values as input 

variables) in Urmieh station is: 

 

 3

3
33

3

1130 75.1890.0792.0












i

i
i

iiii

WTExp

WT
WTLn

WTWTWTT

                 (11) 

 where the WTi, WTi-1and WTi-3 denote the wavelet 

coefficients of the monthly air temperature values at times 

i, i-1 and i-3, respectively. From Eq. (11) it is clear that, 

similar to the single GEP model, the WGEP model is not 

sensitive to the air temperature value at time i-2 in this 

case. The GEP mathematical expression for Mahabad 

Station is: 
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Fgiure 5. Observed and forecasted air temperature values using WGEP model for Mahabad station by using daily (a, b, c, 

d) and monthly (e) temperature values as input parameters 
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 Prediction of air temperature values of 

Mahabad Station using the data of Urmieh Station 
 Prediction of air temperature values using nearby 

station data is an important issue, since the data of some 

stations are sometimes missing. To solve such a problem 

regression techniques are usually applied. This part of the 

study is focused on the investigation of GEP and WGEP 

model performances to solve this problem. In this 

application the Urmieh Station air temperature data were 

used as inputs to the GEP and WGEP models to predict 

air temperature data of Mahabad Station at time t+30. In 

the first application (application I) the daily air 

temperature values and corresponded wavelet coefficients 

were applied as model inputs and in the second 

application (application II) the monthly air temperature 

values and corresponded wavelet coefficients were 

applied as inputs for GEP and WGEP models. Table8 

represents the error statistics of the models for both 

applications during the test period. The WGEP model 

seems to be better than GEP for both the applications 

however, the performance of GEP in application II (by 

using the monthly data as the input parameters of the 

model) is much better than those resulted for application I. 

From the results of this table it can be clearly observed 

that the hybrid WGEP model can be applied for predicting 

air temperature data by using the data of another station 

(cross-application). A comparison between the results of 

WGEP model in both applications reveals that introducing 

the wavelet coefficients of monthly air temperature data 

(application II) gives better results than the application I. 

A review of the validation results of the both WGEP 

models dictate that the WGEP model for application II 

produces better results (with R
2
 value of 0.933, RMSE 

value of 2.647 
o
C and SI value of 0.198) than those of 

application I (with R
2
 value of 0.863, RMSE value of 

5.111 
o
C and SI value of 0.383). From these results it can 

be concluded that the WGEP model is a successful 

approach for predicting air temperature data at one station 

by using the data of the other nearby station. The 

observed and predicted air temperature values of cross-

application for daily and monthly data based models in 

validation period are shown in Figure6. It is clear from the 

scatter plots that the WGEP models perform much better 

than the single GEP models for the both applications. 

 

 

  
 

 

  
 

Figure 6. Observed and estimated air temperature values of cross-application for daily data based models (a, b) and 

monthly data based models (c, d). 
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CONCLUSIONS 

 

The accuracy of wavelet-genetic programming 

conjunction model for modeling short- and long-term air 

temperatures was studied in this paper. In the first part of 

the study, the WGEP models were compared with those of 

the single GEP models using the previously recorded 

daily and monthly air temperature inputs. At the first step, 

the previous daily air temperature values and their wavelet 

coefficients were respectively used as inputs to the GEP 

and WGEP models to forecast one, two, three and thirty 

days ahead air temperatures. At the second step, the 

monthly previous air temperatures and their wavelet 

coefficients were respectively used as inputs to the GEP 

and WGEP models to forecast one month ahead air 

temperatures. The comparison results indicated that the 

WGEP model considerably increased the accuracy of 

single GEP model especially in forecasting long-term 

(thirty days and one month ahead) air temperatures. In the 

second part of the study, the WGEP models were 

compared with those of the single GEP models in 

estimating long-term (thirty days and one month ahead) 

air temperatures of Mahabad Station using the daily and 

monthly data of nearby Urmieh Station. Based on the 

comparison of these results, it was found that the WGEP 

model performed much better than the single GEP model 

in cross-station application.  
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